Mapping SPL Feature Models to a Relational Database

Hazim Shatnawi
University of Mississippi
Department of Computer and Information Science
University, Mississippi 38677
hhshatna@go.olemiss.edu

H. Conrad Cunningham
University of Mississippi
Department of Computer and Information Science
University, Mississippi 38677
hcc@cs.olemiss.edu

ABSTRACT
Building a software product line (SPL) is a systematic strategy for reusing software within a family of related systems from some application domain. To define an SPL, domain analysts must identify the common and variable aspects of systems in the family and capture this information so that it can be used effectively to construct specific products. Often analysts record this information using a feature model expressed visually as a feature diagram. The overall goal of this project is to enable wider use of SPLs by identifying relevant concepts, defining systematic methods, and developing practical tools that leverage familiar web programming technologies. This paper presents a novel approach to specification of feature models: capture the details using automatically generated user interfaces, encode the models in a relational database, and then validate the models and construct specific products using SQL.
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1 INTRODUCTION
Four decades ago Parnas observed that “software will inevitably exist in many versions” [23]. Thus, a “software designer should be aware that he is not designing a single program but a family of programs” [24]. He describes a software family as a set “of programs whose common properties are so extensive that it is advantageous to study the common properties of the programs before analyzing individual members” [23]. That is, developers should study the commonalities of the programs before studying their variabilities. These ideas underlie contemporary research on software product lines [26].

A software product line (SPL) in some application domain is a set of related systems that share common software features but may vary in how those features are realized. To identify these commonalities and variabilities, developers must analyze the domain to identify the organization’s business goals, the SPL’s scope, the types of products to be developed, and the features of those products. They often document the details of the feature analysis as a tree-structured feature model. A parent node represents a decision in the design of a product. The children of that node represent more detailed decisions for realizing the parent decision. The constraints among the nodes determine how valid products can be configured in the SPL.

Feature models are represented in various ways in the literature. These include the FODA feature diagram [18] and several extensions [8, 12, 13, 16, 19, 27], special purpose languages [17, 33], and formal models [4, 31]. However, these have one or more shortcomings: some do not support automated analysis of SPLs or specific product configurations; some focus on specific programming languages; and some require the mastery of language, logic, or algebraic concepts unfamiliar to many programmers.

The overall goal of this project is to enable wider use of SPLs by identifying relevant concepts, defining systematic methods, and developing practical tools that leverage familiar web programming technologies. In Section 5, we present a novel approach to specification of feature models: encoding them in a relational database (RDB). An RDB separates the concept of a feature from its actual implementation, which helps developers and clients to understand the feature model. We leverage the capabilities of the database query language (SQL) to extract information about features and their relationships to validate the model and construct specific products. The database design also enables our tool to generate a web-based user interface for product configuration.

Before we present our approach, let us review relevant aspects of software product lines, feature models, and relational databases.

2 SOFTWARE PRODUCT LINES
According to the Software Engineering Institute (SEI), an SPL is a “set of software-intensive systems sharing a common, managed set of features that satisfy the specific need of a particular market segment or mission and that are developed from a common set of core assets in a prescribed way” [10]. A feature is a stakeholder-visible behavior of a software system [18]. Czarnecki and Eisencke [12] suggest making a feature visible not only helps the customer to understand the software, but it also helps domain engineers, software engineers, and others in the development of the SPL.

SPLs focus on reusing domain knowledge [22]. A domain is an abstract space in which a set of related systems share common terminology, requirements, and design choices. An organization can build reusable software assets that capture the detailed knowledge specific to a certain domain area. Consider a company that develops...
software for banks. Instead of developing a unique banking system for each client, the company can use its general knowledge of banking systems—the domain—to produce a family of similar systems that share common core functionalities but that can be customized for specific clients. This family forms a software product line.

Figure 1 shows the development of an SPL consisting of two processes: domain engineering and application engineering [1]. Domain engineering is the process of analyzing a domain by studying the stakeholders' requirements, reviewing existing systems within the domain, and performing domain analysis. The domain analysis identifies the types of products included in the SPL and identifies the design choices that are common to the entire domain and those that vary among the specific applications. These design choices are implemented as software parts that represent the common and variable features of a product. In addition, the domain analysis examines customers' requests and decides whether to integrate these requests within the product line or just to implement them as custom features for specific requests.

Application engineering is the process of delivering a product by selecting a valid set of features from the SPL and implementing new customer requirements that are within the scope of the SPL. Domain analysis with feature modeling represents the problem space of a product line. A problem space defines a feature as a high-level abstraction by separating the feature from its implementation details. This gives the stakeholders a clear description of the product line features. The solution space represents features as source code and converts the stakeholders' selections into concrete products.

3 FEATURE MODELS

A feature model captures all the design choices in one high-level description [3, 14, 29]. Each feature corresponds to one design choice. Some features are shared across all products in a product line (i.e., a commonality). Some only appear in specific products (i.e., a variability). The success of an SPL depends upon effective management of the variabilities. A variability means that the feature can be configured and customized when included in a delivered product [9].

A feature model documents the product line architecture resulting from the domain analysis [18]. In traditional feature models, a model is depicted as a tree that represents all design choices (i.e., features) as nodes and the constraints that one choice imposes on others by various types of edges between the nodes. Based on the defined relationships among the features in the model, the product line can generate a specific product by selecting a valid set of features—a set of features that satisfies all the constraints (i.e., rules).

A feature model captures the commonalities and variabilities by representing the primary relationships among features as a tree. The root represents the entire product line. An edge between a parent and a child is a relationship between a high-level design decision and a detailed design decision needed in its realization.

Kang proposed feature models for use in the Feature-Oriented Domain Analysis (FODA) method [18]. Other researchers have extended the feature modeling notation in various ways [12, 13, 16, 19, 27].

In feature models, features are connected by two kinds of relationships:

- Relationships between parent and child features
- Cross-tree inclusion or exclusion constraints between features

We can express a feature model visually as a feature diagram as shown in Figure 2. Root nodes are called concepts. Each concept represents a domain [2] or a complete product line [6]. The model structures the other features into a multi-level parent-child hierarchy.

There are four kinds of parent-child relationships in feature models: mandatory, optional, alternative, and OR features [4, 12, 18, 27].

- **Mandatory** features are software artifacts that must appear in all possible configurations (generated products) of a product line. A mandatory feature can be a parent or child feature. If the feature is mandatory, then it has to be selected in the generated product whenever its parent is included. A mandatory feature is indicated by a black circle on top of the node in a feature diagram. In Figure 2, features A, B, and C are mandatory features.
Optional features are features that may or may not be selected in the generated product. The optional feature may be included if its parent is included. If its parent is optional and not included, then the feature will not be included. An optional feature is indicated by a white circle on top of the node in the feature diagram. In Figure 2, features D, E, F, G, and H are optional features.

Alternative features are group features that mean the following: if the parent of a set of alternative features is included in the generated product, then exactly one feature from this set is included. An alternative feature group is graphically represented in a feature diagram by an arc or a line that joins the alternative features’ edges, forming a triangular shape. In Figure 2, features E and F are alternative features.

OR features are group features that mean the following: if a parent of a set of OR features is included in the generated product, then at least one feature from this set is included. A group of three OR features can result in selecting one, two, or three features. An OR feature group is graphically represented in a feature diagram by a black-filled arc or line that joins the OR features’ edges, forming a black triangular shape. In Figure 2, features G and H are OR features.

A cross-tree constraint is represented by a dotted edge. In Figure 2, feature D requires feature H, since the edge is directed to H feature. In this case, if feature D is selected to be part of the generated product, then feature H must be selected too, but not vice versa. Feature C excludes feature F means that, if feature C is selected, then feature F cannot be selected, and vice versa. The require and exclude relationships are outside the hierarchical (parent-child) structure because they can relate two features that are in different branches of the tree.

The optional, alternative, and OR features are variation points that represent hierarchical arrangement of features. Feature models can give domain and software engineers a precise count of the possible products that can be generated from the product line based on the requirements imposed by the feature model. These require the management of variation points based on relationships and types of features. According to Figure 2:

- A is mandatory and thus it will be included in all products. The possibility of having it is always 1.
- Feature B is also mandatory and thus it will be included in all products. Feature B has two children E and F grouped in an alternative set. In this case we have the option of selecting parent B with child E or selecting parent B with child F. Therefore, feature B has two possibilities when deciding to include it in the product.
- C is mandatory and has an OR group child with two features, G and H. There are three possibilities of including feature C in a product: selecting C with G, selecting C with H, or selecting C with both G and H.
- Feature D is optional and thus it has two possibilities: either to select it in the final product or just ignore it.

The result is achieved by multiplying the possibilities as follows:

- 1 possibility for A × 2 possibilities for B × 3 possibilities for C × 2 possibilities for D = 12 possible product configurations.

4 RELATIONAL DATABASES

A database organizes a collection of data. A relational database organizes a collection of data into tables with rows (called records) and columns (called fields or attributes). Tables link to one another using key fields. A primary key is a table column or a group of columns that uniquely identify each row. A foreign key is a table column or a group of columns that references a primary key in another table, thus creating a link between the two tables.

Tables in a relational database can be manipulated using SQL, a language for editing, querying, and updating data in a database. Database normalization reduces data redundancy and increases the performance of SQL queries.

To manipulate the feature models in a relational database, we must store both the parent-child and the cross-tree relationships. For this purpose, we consider the feature model as a graph and represent it using an adjacency matrix.

A graph is a set of nodes with edges that link pairs of nodes. If two nodes are connected by an edge, then the nodes are considered adjacent. Figure 3 shows the representation of a graph with n nodes as an n × n adjacency matrix. The nonzero values denote the presence of an edge between the two nodes.

We represent the parent-child and cross-tree relationships as directed edges. The matrix is sparse, so all we need to record are the pairs of adjacent nodes. Thus, we need a table with columns for the two adjacent features in the feature model and a third column to describe the relationship between the features. Figure 4 shows how we can use an adjacency matrix to represent a graph in a relational database table. Because the graph is directed, only one row is needed for each pair of features.
5 FEATURE MODEL IN A DATABASE

We propose a novel approach that encodes feature models of SPLs in a relational database. This approach enables automated support for the creation of feature models and the generation of products from the models.

We adopt the adjacency matrix approach described in the previous section to encode feature models in a relational database system such as MySQL or PostgreSQL.

We use a simplified Search Engine product line [21] to illustrate our approach. Figure 5 shows a feature diagram that represents all design choices—expressing the commonalities as mandatory features and the variabilities as optional, alternative, and OR features. The diagram also shows cross-tree constraints between features represented by require and exclude relationships.

The Search Engine product line includes search engines that support a variety of stakeholder requirements. Each product generated from the product line will consist of common and variable features that are composed based on the features selected. The search engine system provides Page Preview functionality that adds an outline of the search results as thumbnails next to the webpages links. The search engine can search for and display HTML, Video, File, and Image documents. Supported formats for the Image document type are SVG, JPEG, and GIF. Supported formats for the File document type are PDF and Microsoft Office files (i.e., Word, Excel, PowerPoint, and Access). The search engine can translate pages from one language to another. A search can be done in any of three languages: Portuguese, English, and Spanish.

One possible product from the Search Engine product line is:

\{ Search Engine, Page Preview, Document Type, HTML, Image, JPEG, Video \}.

This product does not include optional features File, Search Language, and Page Translation. It also does not include GIF and SVG since only one feature can be selected from the alternative group. The selection of Page Preview feature excludes the SVG feature from the product. If Page Preview is selected, then the search engine cannot support documents of type SVG.

Another possible product from the Search Engine product line is:

\{ Search Engine, Document Type, HTML, Image, SVG, File, PDF, Search Language, English, Spanish, Page Translation \}.

The Search Language feature has a requires relationship with the Page Translation feature. If the stakeholder decides to have a Search Engine with Search Language functionality, then the Page Translation feature must be added to the generated product. Spanish and English features are selected from a three-features OR group and PDF is selected from a two-features OR group.

We encode feature diagrams in a relational database using the adjacency matrix approach by creating three tables: Feature, featuresRelations, and Relationships. We design the tables to be in third normal form (3NF) [11]. The following subsections explain the structure and use of these tables in detail.

5.1 Feature Table

The first table in our design is the Feature table. Each row represents a feature in a feature model. The table consists of three columns as shown in Figure 6. The first column is the id field,
which is the primary key of the feature table. It uniquely identifies each row in the table. We abbreviate the feature’s name to get the id for the feature.

The second column is the name field of the feature. As mentioned in Section 2, a feature is a stakeholder-visible behavior of a system. Therefore, the feature’s name should clearly identify its functionality for both developers and stakeholders.

The third column is the description field, which gives a general description of the feature.

5.2 Relationships Table

The second table in our design is the Relationships table. This table defines the types of relationships between features. The table consists of two columns as shown in Figure 7.

As described in Section 4, mandatory features represent the commonalities across all products in the product line. OR, alternative, and optional features are variation points—features that might or might not be selected in the generated product. Require and exclude assertions are cross-tree constraints between features. The first column of the Relationships table (id) assigns an identifier to the relationship name in the second column (relation).

5.3 featuresRelations Table

The third table in our design is the featuresRelations table. This table defines the relationships between features. As shown in Figure 8, the table consists of three columns: fromFeature, toFeature, and relationType. This table represents the feature model as a directed graph as described in Section 4.

In the featuresRelations table, a row represents an “edge”. The edge relates the feature listed in the first column (fromFeature) to another feature listed in the second column (toFeature). The type of the relationship is listed in the third column (relationType). The fromFeature and toFeature columns hold feature id keys from the Feature table. The relationType column holds relation keys from the Relationships table. Thus, it is not difficult to construct the feature diagram for an SPL by examining the featuresRelations table.

In the featuresRelations table, the primary key is a composite of the fromFeature and toFeature columns. In Figure 8, the
Our design does not currently support feature models with more than one root. As shown in Figure 8, the `featuresRelations` table records this root with a row having the keyword `root` in the `fromFeature` column and the concept node (i.e., top-level feature) in the `toFeature` column. This enables an SQL query to identify the root easily.

Our design does not currently support feature models with more than one root or more than one parent for a child feature. But the DAG-based approach and the database encoding can be readily extended to support both.

- Multiple roots could represent a set of product lines from overlapping domains that share some features.
- Multiple parents could represent a product line with complex interactions among features at the code level.

We leave these extensions for future work.

### 5.5 Product Configuration

So far we have primarily considered the upper-left quadrant of Figure 1—how to represent the problem space during the domain engineering process. The result is the encoding of feature models in a relational database using the syntax and semantics described in the previous section. The feature model also provides the structure for the domain implementation (upper-right quadrant), which we plan to address in future work.

Using a feature model, how can we address the lower-left quadrant of Figure 1—selecting the product features during the application engineering process? That is, how can we build a valid software product from the specification of an SPL?

A valid product is one that conforms syntactically and semantically to the SPL’s feature model. The feature model specifies the valid combinations of features. It is conveniently encoded in a relational database. Thus the product configuration process requires the system to provide the application engineer with the possible configurations and then to validate the selections made.

Our representation of a feature model is generic. It can represent a feature model of arbitrary depth. It is not dependent on a particular language or complex mathematics. It can be used with any programming or domain-specific language. It depends only on pervasive relational database concepts.

Our research targets development of SPLs where several programming languages can be used to build a specific product. For example, consider web applications. The client-side (front-end) languages execute in a browser on the user's machine. When the user loads a web page from a server, the browser executes the page’s associated HTML, CSS, and JavaScript code locally. The server-side (back-end) languages run on the server; server-side programs may generate the client-side page and interact with it during execution. Popular server-side languages include PHP, JavaScript, ASP.NET, Perl, and Java.

As a proof of concept, we developed a general, web-based tool that recursively visits each feature in a feature model, starting from the root node. It interprets the syntax and semantics of the feature model and generates a browser-based user interface that enables the selection of any valid combination of features. The tool’s current implementation uses PHP, MySQL, SQL, HTML, CSS, and JavaScript.

The left side of Figure 10 shows an automatically generated web form listing all choices available in the `Search Engine` product line given in Figure 5. This form shows mandatory features as preselected checkboxes because they must exist in every configured product. The form shows optional features as checkboxes that enable the stakeholder to include or exclude that feature.

The right side of Figure 10 shows the corresponding specification for a product that has the chosen features. It shows `File`, `Image`, and...
where the stakeholder can select only one from a group.

The overall goal is to enable wider use of SPLs by developing a set of FODA concepts and apply them in various domains [8, 13, 25, 34].

Others extend the ships. FORM (Feature-Oriented Reuse Method) [19] adds domain mandatory FODA proposes the production of a feature model that identifies the common and variable semantics of the feature model and the associated user interfaces.

The system validates the selected choices when the stakeholder submits the configuration. The validation is based on the feature model’s syntax and semantics as encoded in the database.

We plan a similar browser-based user interface to enable stakeholders to define feature models and populate the database. To enable this work and further development of the product configuration interface, we are exploring ways to formalize the syntax and semantics of the feature model and the associated user interfaces.

6 RELATED WORK

Feature models were initially introduced for use in the FODA method [18] to document the results of domain analysis. FODA produces a feature model that identifies the common and variable features of a set of related systems in the domain. The original FODA proposes the mandatory, optional, and alternative relationships. FORM (Feature-Oriented Reuse Method) [19] adds domain design and implementation phases to FODA. Others extend the FODA concepts and apply them in various domains [8, 13, 25, 34].

Our approach builds on the FODA concepts and methods. Our overall goal is to enable wider use of SPLs by developing a set of concepts, methods, and tools that leverage familiar web programming technologies. As much as possible, our approach seeks to be general, not tied to a specific domain, programming language, or application framework. We focus on the requirements of web application development but the tools should be applicable to other types of software development.

In the literature, there is no standard way to express feature models and integrate them into SPL development. Different representations of feature models have been proposed. Van Deursen and Klint [33] propose the Feature Description Language (FDL), a textual language to describe features that can be mapped to UML diagrams. Benavides et al [5] transform an extended feature model into a Constraint Satisfaction Problem (CSP) to analyze the model’s properties. Rohlik and Pasetti [28] describe other XML-related work.

As a proof of concept, we developed a web application for enabling wider use of SPLs by leveraging familiar web programming concepts, methods, and tools. We thus adopted a relational database to encode feature models, SQL to manipulate the database and validate the feature models, and automatically generated web forms to gather information from stakeholders and populate the database. We will continue to adapt and extend the results of previous research on feature models and SPLs to meet our goal.

7 CONCLUSION AND FUTURE WORK

This paper proposes a novel approach for specification of an SPL by encoding its feature model in a relational database. The approach uses database tables to represent the feature model as a directed acyclic graph. Our design consists of three tables: the Feature table represents a feature with a unique identifier, a name, and a description; the featuresRelations table manages the hierarchical (mandatory, optional, OR, alternative) and cross-tree (require and exclude) relationships between features; and the Relationships table defines the possible relationships between features.

As a proof of concept, we developed a web application for product configuration. It recursively visits each feature in the feature model’s graph and generates a browser-based user interface. The generated web form represents mandatory features as preselected checkboxes, optional and OR features as checkboxes, and alternative
features as radio buttons. When a feature involved in a require or exclude relationship is selected, the web form displays a message explaining the effect of the constraint and automatically selects or deselects the other involved feature. The web application uses SQL to manipulate the database and validate the product configuration. The web application thus guides the selection of the features that conform to the syntax and semantics of the feature model.

In the domain engineering process, we plan to explore how best to formalize the syntax and semantics of feature models. This work will guide how we structure the user interface to specify SPLs and populate the database incrementally. Given our goal of using familiar web technologies, we plan to investigate use of technologies such as JavaScript, JSON (JavaScript Object Notation) Schema [20], and related approaches to specifying and validating feature models.

In the application engineering process, we plan to leverage the formalized syntax and semantics of feature models to enhance the product configuration interface. We also plan to extend the database design to include information about the implementations of features. This will support future work on the generation of products from the code and other artifacts stored in the database.
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