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  In ACM's 1977 Turing Award Lecture [1], Backus argues that conventional 
imperative programming languages are inherently disorderly: 
 

Moreover, the assignment statement splits programming into two 
worlds. The first world comprises the right sides of assignment statements. 
This is an orderly world of expressions, a world that has useful algebraic 
properties (except that those properties are often destroyed by side 
effects).  It is the world in which most useful computation takes place. 

The second world of conventional programming languages is the 
world of statements.  The primary statement in that world is the 
assignment statement itself.  All the other statements in the language exist 
in order to make it possible to perform a computation that must be based 
on this primitive construct: the assignment statement. … This world of 
statements is a disorderly one, with few useful mathematical properties.   

 
Why is the expression world orderly?  The primary reason is that, within some 

well-defined context, a variable (or other symbol) always represents the same value.  
Since a variable always has the same value, we can replace the variable in an expression 
by its value or vice versa.  Similarly, if two subexpressions have equal values, we can 
replace one subexpression by the other.  That is, equals can be replaced by equals.  This 
property is called referential transparency. 

An expression represents a (mathematical) function.  The variables of the 
expression are the parameters of the function and the result from evaluating the 
expression is the value of the function.  The purpose of a functional programming 
language, as we study in this tutorial, is to extend the advantages of expressions to the 
entire program, ridding ourselves of what Backus called the “disorderly” world of 
assignment statements. 

A functional program consists entirely of functions.  The main program is a 
function that takes the user's input as its arguments and delivers the program's output as 
its result.  For nontrivial programs, this function is defined in terms of other functions, 
which themselves are defined in terms of yet other functions, and so forth until every 
function can be defined in terms of the language's primitive operations. 

Another advantage of functional programming languages is that they support very 
powerful and regular abstraction mechanisms.  These mechanisms result, in part, from 
the way that functions are handled. Unlike most conventional languages, functional 



languages treat functions as first class values.  That is, functions can be stored in data 
structures, passed as arguments to functions, and returned as the results of functions.  

Functions that take functions as arguments or return functions as results, often 
called higher-order functions, provide quite flexible mechanisms for encapsulating 
patterns of computation.  For example, we can define a higher-order function that 
encapsulates the computational pattern “apply operation OP to each element of a list and 
return the resulting list” by making the operation OP a parameter of the function.  By 
taking advantage of a library of higher-order functions that capture common patterns of 
computation, we can quickly construct concise, yet powerful, programs. 

Functions can also be partially applied.  That is, we can “call” a multi-parameter 
function supplying arguments for just a subset of its parameters.  The partial application 
of the function returns another function—a function that takes the remaining parameters 
and returns the expected result of the original function. Along with higher-order 
functions, this feature enables programs to construct new operators from existing ones by 
“freezing in” some of the arguments, to pass these operators to other parts of the 
program, and to apply them as needed. 

The actual functional programming environment discussed in this tutorial is the 
Hugs 98 interpreter [7].  Hugs 98 accepts a language that is syntactically and 
semantically similar to the “lazily-evaluated” functional programming language Haskell 
98 [4] [2, 3, 5, 8].  Hugs is a freely available interpreter that runs on a number of 
computing platforms. 

In a lazy evaluation scheme, the evaluation of an expression is deferred until the 
value of the expression is actually needed elsewhere in the computation.  In particular, an 
argument of a function (which may be an arbitrary expression) is not evaluated until the 
first time the corresponding parameter is referenced during the evaluation of the function.  
If the parameter is never referenced, then the corresponding argument is never evaluated.  
As a consequence of lazy evaluation, a data structure can be defined without having to 
worry about how it is processed and it can be processed without having to worry about 
how it is created.  A data structure may even be conceptually “infinite” in length (as long 
as the program never actually tries to access all of it).  Lazy evaluation allows 
programmers to separate the data from the control of processing, thus enabling programs 
to be highly modular [6]. 

This tutorial introduces those in attendance to the concepts of programming using 
the lazily evaluated, purely functional  programming language  Haskell and gives several 
examples that illustrate its power and elegance. 
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